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Solid-state dewetting mechanisms of ultrathin Ni films revealed by combining in sifu time
resolved differential reflectometry monitoring and atomic force microscopy
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In this study we report on the solid-state dewetting of ultrathin Ni films on amorphous SiO,. The dewetting
process is monitored in sifu using time resolved differential reflectometry (TRDR). The time resolved differ-
ential reflectivity signal during dewetting is found to exhibit a rich behavior, which is intimately connected the
changes in morphology. Finite-difference time-domain simulation is used to explain the observed reflectivity
data, where experimentally acquired atomic force microscope heightmaps are used as simulation inputs. From
ex situ atomic force microscope heightmaps, the sequential processes of grain growth, grain boundary groov-
ing, hole growth, and particle coarsening are observed. Grain growth of ultrathin films prior to dewetting is
critically important in determining the particle density, which has been largely unexplored in previous dewet-
ting studies. Kinetic analysis of the TRDR data revealed two rate-limiting processes, with activation energies
of 0.31+0.04 and 0.59 =0.06 eV. We hypothesize that these kinetic pathways correspond to Ni grain growth
and surface mass self-diffusion on the Ni(111) planes, respectively.
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I. INTRODUCTION

Many technologically important thin film/substrate sys-
tems are found to be unstable at temperatures well below
their melting point, where the thin film breaks up into small
islands.'~® This instability is know as dewetting or agglom-
eration, which is a result of minimizing the total system en-
ergy driven by differences in surface free energies of the film
surface and the film/substrate interface.

Dewetting is a serious concern in microelectronics reli-
ability as it is intimately linked to copper interconnect
reliability.”® Conversely, many applications utilize nanopar-
ticles and nanoholes, which can be produced via solid-state
dewetting, such as the fabrication of optoelectronic
devices,'” subwavelength resonance focusing,!' and
catalysis.'>!3 As such, a fundamental and quantitative under-
standing of the mechanisms governing solid-state dewetting
is of particular relevance.

Theoretically the final morphology of the dewet state is
governed by the so-called Rayleigh instability,'*!> which
leads to a characteristic particle spacing. However, the Ray-
leigh instability is rarely observed since the dewetting of
polycrystalline films is strongly influenced by the presence
of grain boundaries and grain-boundary triple junctions.'® As
identified by Mullins'7 in 1957, thermal grooving is the ori-
gin of dewetting in the presence of grain boundaries. Using
continuum methods, the stability of a periodic arrangement
of identical grains was analyzed by Srolovitz and Safran'® in
1986, this was expanded upon by Rha and Park!® in 1997.
Recently, Pierre-Louis et al.”’ have employed kinetic Monte
Carlo simulations to elucidate the important role of faceting
during dewetting. However, a firm theoretical understanding
of solid-state dewetting has been slow due to the complex
and varied nature of a real arrangement of grains composing
a film.

In recent years a few authors have made use of in sifu and
realtime techniques, which have expanded our understanding
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solid-state dewetting. The van der Pauw method has been
used to monitor realtime changes in electrical resistance of
Cu films on SiO, during ex situ heating.* Other authors have
performed in situ electrical monitoring of dewetting Ni
films.?! Electrical monitoring provides quantitative kinetic
information, however, it cannot probe the significant mor-
phological changes that occur beyond the percolation limit
(electrical breakdown). Moreover, to avoid compositional
changes during in situ four-point probe resistance measure-
ments, the voltage and current leads must fabricated from the
same material as the film under investigation,21 which se-
verely limits the class of materials that can be investigated in
this way. Alternatively, in situ grazing incidence small-angle
x-ray scattering (GISAXS) has been utilized to probe mor-
phological changes that occur during dewetting??> of Ni
films. However, even when using synchrotron-radiation
GISAXS is only quasirealtime with acquisition times on the
order of ~40 s. Another limitation is the size of particles
that can be studied®® and does not provide quantitative ki-
netic information. Moreover, a complete morphological in-
terpretation is fundamentally limited to model-based inver-
sion.

In this study we utilized in situ time resolved differential
reflectometry (TRDR) coupled with atomic force microscopy
(AFM) to investigate dewetting kinetics and morphological
changes in Ni films on amorphous SiO,. Dewetting of Ni
films on SiO, is important for new flash memory
technologies,”* growth of carbon nanotubes,'>!3> and po-
tential nanomagnetic properties.”® TRDR is simple to imple-
ment, nondestructive, and can be used to probe dewetting of
virtually any sample type. From these measurements we
identify four sequential stages of dewetting Ni films on SiO,
and measure activation energies of two kinetically limiting
processes. Moreover, the observed optical response is under-
stood via three-dimensional finite-difference time-domain
(FDTD) simulation, using acquired AFM height maps as
simulation inputs.
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II. METHODS

A. Experimental

The substrates used in this study were (100) oriented sili-
con wafers that were thermally oxidized in a wet environ-
ment using a custom built furnace (Tystar Inc.). Prior to oxi-
dation, the Si wafers were cleaned using a 3:1 mixture of
H,SO,4:H,0,. The thickness of the oxide layer was mea-
sured using a F50 spectral reflectance automated thickness
mapper (Filmetrics Inc.) and subsequently cleaved into
I ecm X1 cm chips, keeping only chips having SiO, thick-
nesses within =1 nm of each other. These chips were stored
in a vacuum chamber at base pressures of ~1 X 10~/ Torr.

Ni films with thicknesses between 2.0 and 9.0 nm were
deposited at a constant rate of 0.62 A/s using a dc magne-
tron sputtering system (AJA International) at UHV condi-
tions (base pressure <9 X 1071° Torr). Argon sputtering was
maintained at 4 mTorr and 100 W. Deposition rates were
determined using a quartz crystal deposition monitor. Inter-
facial mixing during deposition is expected to negligible dur-
ing deposition. As shown by Qiu et al.,>’ using both reflec-
tion high-energy electron diffraction and transmission
electron microscopy, there is no interfacial mixing that oc-
curs during dc magnetron sputtering of Ni on SiO,. More-
over, the equilibrium phase diagram shows that Ni and SiO,
have negligible mutual solubility at all temperatures consid-
ered in this study.

Prior to deposition each chip was annealed in the UHV
chamber at 500 °C for 2 h and allowed to cool for
>12 hours. Following deposition the films were vacuum
heated at the desired ramp rate to 500 °C and held for 2 h at
this temperature. The temperature was measured using a
thermocouple and was estimated to have an error of less than
*5 °C at temperatures above 150 °C.

During all stages of UHV chip processing (predeposition
anneal, deposition, and postdeposition heating) the optical
reflectivity was monitored. TRDR is performed using a 660
nm s-polarized AlGalnP diode laser operating at 16 mW. The
beam is incident upon the films 30° from the substrate nor-
mal. The specular beam intensity was measured using a ILT
1700 light meter (International Light Technology) using a
silicon detector. The incident and reflected beam traveled
through the vacuum chamber via transparent silica windows.
The parameter of interest is the change in reflectivity R, with
respect to the initial substrate reflectivity R prior to deposi-
tion
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The film morphologies were analyzed using a multimode
AFM (Veeco Instruments Inc.) operating in tapping mode.
Films having large features were scanned with ACTA tips
(AppNano) having a nominal tip radius of 6 nm using a
E-type piezo element which allowed for 10 um of horizon-
tal scanning. Films having smaller features were scanned
with ACTA-SS tips (AppNano) having a nominal tip radius
of 2 nm using a A-type piezo element which allowed for
1 um of horizontal scanning.
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FIG. 1. (Color online) Geometry used for FDTD calculations of
dewet Ni films on SiO,.

Film texture was analyzed using x-ray diffraction (XRD),
which was performed using a Bruker AXS D8 general area
detector diffraction system. A Cu Ka radiation source (A
=1.54056 A) collected the x-ray scans from a sample
mounted on a two-axis rotation stage that also allowed for
XYZ translation.

B. Simulation

The optical changes in the films that occur during dewet-
ting were analyzed using FDTD simulation. The FDTD cal-
culations were performed using commercially available soft-
ware from Lumerical Solutions Inc. For all simulations,
experimentally acquired AFM heightmaps were used as in-
puts to correctly represent the morphology of the films.
Shown in Fig. 1 is a representative schematic of the simula-
tion geometry. Bloch boundary conditions were used in the x
and y directions while perfectly matched layer was used in
the z direction. A nonuniform mesh was used in z, whose
spacing was determined by the index of the material. A uni-
form mesh spacing was used in the x and y directions, which
was set to the resolution of the AFM heightmap (all AFM
height maps were acquired at a resolution of 512
X 512 pixels?, therefore the grid spacing used for a 2
X2 wm? simulation volume was 3.9 nm). Within the Ni
layer, a much finer mesh spacing of 0.25 nm was used in the
z direction.

Broadband simulations were performed at normal inci-
dence using a planewave source having a spectral range of
400-1400 nm. Dispersion within the Ni was modeled using
an eighth order polynomial fit to the experimentally deter-
mined dielectric constants in the Lumerical database. Simu-
lations at a non-normal incidence of #=30° were performed
using a monochromatic s-polarized planewave source at 660
nm. Simulations were stopped when the electrical field
dropped below a critical cutoff within the simulation volume.

III. TRDR CHARACTERIZATION OF DEWETTING

Figure 2 shows the TRDR response of Ni films (initial
thicknesses ranging from 2.0 to 9.0 nm) on 124 nm of SiO»,,
heated from room temperature to 500 °C at 5 °C/min,
which was then held at 500 °C for 2 h. We see that the
TRDR response exhibits a rich behavior, showing significant

085407-2



SOLID-STATE DEWETTING MECHANISMS OF ULTRATHIN...

1 1

1 2.0 nm 1

1L : 3.0 nm :

1 4.0 nm 1

1 e 1

' = 5.5 nm '

L ! —T75 1

0'5 . nm .

1 — 9.0 nm 1

S 1 1

[ 0 Ig——— 500°C ——3pl
<| 1
1

-0.5

L L L L 1 L L L
100 200 300 400 500 30 min 60 min 90 min 120 min
Temperature (°C)

FIG. 2. (Color online) TRDR response of Ni films (initial thick-
nesses ranging from 2 to 9 nm) on 365 nm of SiO,, ramped at
5 °C/min, which is then held at 500 °C for 2 h.

variation in both temperature (time) and initial film thick-
ness. Importantly, all films within this thickness range exhibit
a minimum in reflectivity (aside from the thinnest film of 2.0
nm). Given that the variation in TRDR response is intimately
tied to changes in the Ni film, a detailed investigation of the
relation between TRDR response and morphology was per-
formed.

The TRDR signal during the deposition of a 7.0 nm thick
Ni film on 365 nm of SiO, is shown in Fig. 3(a). Also shown
is the theoretical TRDR signal, calculated using the charac-
teristic matrix approach,”® which assumes the Ni layer is
perfectly flat, uniform and utilizes bulk Ni optical constants.
Both curves have the same characteristic behavior where the
initial addition of a the metal layer results in a decrease in
reflectivity. However, the minimum reflectivity is experimen-
tally determined to be at 4.0 nm of Ni whereas the charac-
teristic matrix method predicts the minimum reflectivity to
occur at a thickness of 1.9 nm. This important discrepancy is
a result of the well established fact that inhomogeneities in
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the film (grain boundaries, voids, etc.) significantly affect
optical properties in the visible-UV range.?

The initial decrease in the TRDR signal during deposition
illustrates the significance of a changing interference condi-
tion as the properties of the Ni film change. Simple two-
beam interference is a useful conceptual tool for understand-
ing many of the observed optical changes. Prior to the
deposition of Ni, the SiO,/Si stack is near a destructive in-
terference condition for incident radiation at 660 nm and 6
=30°, due to a half integer path-length difference between
the primary and secondary reflected beams. However, the
amplitude of the primary beam is small in comparison to the
secondary beam due to the low reflectivity of the
vacuum/SiO, interface. The deposition of the Ni layer re-
sults in both an increase in the amplitude of the primary
beam and a decrease in the amplitude of the secondary beam.
As the amplitudes of the primary and secondary beams ap-
proach each other the destructive interference becomes more
complete, which is the physical origin of the TRDR signal
observed during deposition. This situation is much more
complex during dewetting, nonetheless a changing interfer-
ence condition due to changes in the Ni film topography is
expected to significantly affect the TRDR signal.

Shown in Fig. 3(b) is the TRDR signal of a 7.0 nm Ni film
during heating. The points labeled S1-S7 indicate separate
films that were prepared under identical conditions which
were heated to the shown temperature then cooled back to
room temperature. The respective AFM micrographs are
shown in Fig. 4. After an initial increase in reflectivity (this
will be discussed in more detail later) there is a rapid and
significant decrease in reflectivity. Inspection of micrographs
S3-S4 reveal that this decrease in reflectivity is associated
with the nucleation and growth of holes in the Ni film, ex-
posing the bare SiO, interface. Eventually the reflectivity
reaches a minimum, when the film is near the percolation
limit (sample S5), followed by a much slower increase in
reflectivity, where the film is completely broken up and con-
sists entirely in isolated Ni particles (micrograph S7).

The most common methods used to interpret electromag-
netic reflection data of discontinuous metal films are
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FIG. 3. (Color online) (a) Experimental and theoretical TRDR signals during the deposition of a 7.0 nm thick Ni film on 365 nm of SiO,.
Inset is the change in reflectivity after the deposition is stopped. (b) TRDR signal of a 7.0 nm film during heating at 10 °C/min. Points
labeled S1-S7 indicate separate films that were prepared under identical conditions which were heated to the shown temperature then cooled
back to room temperature. The respective AFM micrographs are shown in Fig. 4.
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FIG. 4. (Color online) Ex situ AFM micrographs of a 7.0 nm
thick Ni film during different stages of dewetting. The correspond-
ing film temperature and reflectivity are shown in Fig. 3(b).

effective-medium theories, such as the Maxwell-Garnett and
Lorentz-Lorenz theories.>® However, these methods are lim-
ited by the validity of the assumptions used and simplified
geometry.3! Importantly, these theories are not strictly valid
near the percolation limit, nor do they provide significant
physical insight beyond extracting some mean physical pa-
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rameters within the framework of the theory. Therefore, to
gain a more detailed understanding of the TRDR response
during all stages of dewetting, FDTD simulations were per-
formed. The experimentally measured AFM heightmaps of
samples S3—S7 were utilized to directly set the film geometry
in the simulation.

FDTD Simulation

In order to investigate transmission through a dewetting
Ni layer, FDTD simulations of Ni films on a SiO, substrate
were performed. Inset in Fig. 5(a) is the calculated spectral
transmission at normal incidence of samples S3—-S7. As ex-
pected, transmission through the Ni layer increases as the
dewetting process proceeds since more of the SiO, surface is
being exposed to vacuum. However, the increase in transmis-
sion is much greater in the near infrared than the visible
portion of the spectrum. This indicates that the change in
transmission is not simply in proportion to the area fraction
of uncovered substrate.

When studying transmission through optically thick metal
hole arrays, it is useful to normalize the transmission spec-
trum such that it can be interpreted as the effective transmis-
sion of the holes in the array.>? The normalized transmission
or transmissivity 7, is given by

T
Q Tsub '

n= (2)

where T is the measured transmission, Q is the area fraction
of uncovered substrate, and Ty, is the transmittance of the
substrate. Using this normalization scheme, a transmissivity
greater than unity indicates some extraordinary transmission
while a transmissivity less than unity indicates some energy
loss as the radiation interacts with the aperture(s). However,
we must generalize this definition due to the complication
that the films used in this study are on the order of the skin
depth, resulting in nonzero transmission through the Ni. The
transmissivity is then redefined in the following manner:
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FIG. 5. (Color online) (a) FDTD calculation of the normalized spectral transmissivity (inset: un-normalized transmission) at normal
incidence of samples S3-S7 on SiO, substrate during different stages of dewetting. (b) Steady-state electric field intensity in a 1 um
X1 um region of sample S5 at incident wavelengths of 400, 660, 1000, and 1400 nm.
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FIG. 6. (Color online) (a) FDTD simulation of TRDR signal during dewetting of 7 nm Ni film on 365 nm SiO, having a Si substrate with
radiation of 660 nm incident at 30°. The simulations are performed using AFM heightmaps S3-S7. (b) Temporal evolution of the average
electric field intensity in a plane above the Ni surface. Inset is the time delay between the peak amplitudes of the primary and secondary

pulses.
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where the average is taken over the field of illumination,
divided into N locally homogeneous subdomains. The trans-
mission of each subdomain is 7;, which is calculated using
the characteristic matrix approach. We see that this definition
reduces to Eq. (2) when the transmission through the metal
layer is zero.

The transmissivity of samples S3—S7 are shown in Fig.
5(a). We see that transmissivity is generally increasing with
wavelength for all samples, with S3 and S4 exhibiting trans-
missivities greater than unity. Enhanced transmission of sub-
wavelength uncorrelated-random hole arrays has been ob-
served for several different metals,’> where the enhanced
transmission was attributed to so-called site resonances or
localized surface-plasmon resonance. More recently, detailed
investigation on the role of site resonances in enhanced
transmission for wavelength scale square holes has been in-
vestigated both theoretically®® and experimentally.’* It was
found that the enhanced transmission was both spectrally
broad and weak with the peak transmission occurring at a
wavelength roughly double the hole size.

Site resonances are a consequence of the oscillating radia-
tion producing a force on the mobile electrons in the conduc-
tion band, the result of which is to induce a dipole moment in
the particle/hole. Figure 5(b) shows the steady-state electric
filed intensity in a 1 umX 1 um region of sample S5 at
incident wavelengths of 400, 660, 1000, and 1400 nm. We
see the associated induced dipole fields at the edges of the
particles due to site resonances, which become more intense
at longer wavelengths. The observed increase in transmissiv-
ity with wavelength is a consequence of these increasingly
intense site resonances. Moreover, the decrease in transmis-
sivity as dewetting proceeds is likely a result of scattering
from the wavelength scale particles/holes.?

From these simulations we see that the total transmission
increases significantly as dewetting proceeds. Investigation

7(\) = 3)

of the steady-state electric field shows the presence of site
resonances, however, their contribution to transmission is
small since the transmissivity is never much greater than
unity. This is consistent with the transmission spectra of
uncorrelated-random hole arrays.>* Therefore, we find that
the changes in transmission during dewetting are largely
driven by ordinary transmission through the oxide and sub-
skin depth Ni, and scattering from the Ni particles/holes.

From the above results it is not entirely clear why the
TRDR signal exhibits a minima during dewetting, as seen in
Fig. 3(b). The FDTD simulations show that the transmission
increases monotonically as dewetting proceeds; therefore,
from the perspective of two-beam interference it is expected
that the reflectivity decrease monotonically since the initial
amplitude of primary beam is larger than the secondary and
as dewetting proceeds these amplitudes approach each other.
To understand this observed behavior we performed FDTD
simulations of samples S3-S7 replicating the experimental
configuration (365 nm SiO, on a Si substrate with radiation
of 660 nm incident at 30°).

The simulated TRDR signal is shown in Fig. 6(a). It
agrees well with experiment, having the same characteristic
behavior. However, it should be noted that the absolute val-
ues of reflectivity are different from that in experiment,
which is likely a consequence of the difference in dielectric
constants between thin film and bulk.?® Nonetheless, this re-
sult demonstrates that the shape of the TRDR curve can be
understood within the set of assumptions used in the FDTD
simulations. Shown in Fig. 6(b) is the temporal evolution of
the average electric field intensity in a plane above the Ni
surface, corresponding to the simulations in Fig. 6(a). This
clearly shows both the primary pulse reflected from the
vacuum/Ni interface and the secondary pulse reflected from
the SiO,/Si interface. As expected, the amplitude of the pri-
mary pulse continually decreases during dewetting while the
amplitude of the secondary pulse continually increases. As
the ratio of the primary and secondary amplitudes approach
unity, the destructive interference becomes more complete
and the reflectivity is expected to decrease. However, close
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inspection of Fig. 6(a) shows that the arrival times of both
pulses are changing during dewetting.

The time delay between the arrival of the primary and
secondary pulses (which is simply taken to be the time dif-
ference between the peak amplitudes of each pulse) is inset
in Fig. 6(b). We see that the time delay between pulse arriv-
als (or phase difference) reaches a maximum for sample S5.
This is a manifestation of the effective Ni layer becoming
more “dielectriclike” than metallic, with respect to transmis-
sion. During the initial stages of dewetting very little SiO, is
exposed and the majority of the transmitted radiation travels
through Ni regions. Since the average height of the Ni re-
gions is increasing, the radiation takes longer to travel to the
Si0,/Si interface, due to the slower group velocity in the Ni
regions. This results in a increase in the time delay between
the primary and secondary pulse. However, as the dewetting
process continues the amount of exposed SiO, continues to
increase along with the average height of the Ni regions.
Between samples S4 and S5 a critical amount of exposed
Si0, is reached, where the majority of the transmitted radia-
tion emerges from the SiO,/vacuum interface (this is com-
pounded by the fact that the average height of the Ni regions
is becoming thicker and transmitting less radiation). This re-
duces the time delay between pulses, which causes the re-
flectivity to increase due to the change in interference con-
dition. Inspection of Fig. 6(b) reveals that samples S4 and S5
have identical time delays but S5 has a lower reflectivity.
This is explained by noting that the ratio of amplitudes be-
tween the primary and secondary beams of S5 is closer to
unity than that of S4, resulting in more complete destructive
interference. Likewise, S3 and S6 have identical time delays
but their differing amplitude ratios of the primary and sec-
ondary pulse produces different reflectances.

The connection between the TRDR signal and the mor-
phology during dewetting has been more clearly elucidated
from the FDTD simulations. It was found that transmission
increased monotonically during dewetting, which was
largely mediated by ordinary transmission through both the
exposed SiO, and subskin depth regions of Ni. As dewetting
proceeds the amount of exposed SiO, increases and the
amount of subskin depth Ni regions decrease. This is seen as
a decrease in measured reflectivity due to the more complete
destructive interference as the ratio of amplitudes between
the primary and secondary beams becomes closer to unity.
However, as the dewetting continues a critical amount of
exposed SiO, is reached where transmission through the ef-
fective Ni layer becomes more dielectriclike than metallic,
resulting in a reduction in the time delay between the pri-
mary and secondary reflected pulses. This is seen as an in-
crease in the measured reflectivity and the origin of the mini-
mum observed in the TRDR signal. The minimum of the
TRDR signal is expected to occur at different amounts of
exposed SiO, for Ni films of different initial thicknesses
since the transition of the effective Ni layer from metallic to
dielectric is clearly dependent on the initial Ni film thick-
ness. Moreover, the minimum of the TRDR signal during
dewetting of Ni films thinner than 7.0 nm should occur at
smaller amounts of exposed SiO, since the initial ratio of
amplitudes between primary and secondary beams will be
much closer to unity.
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IV. DEWETTING MECHANISMS

By analyzing the sequence of AFM micrographs S1-S7 in
Fig. 4 in conjunction with the TRDR data, we can more
rigorously understand the mechanisms of the dewetting pro-
cess. Comparing micrographs S1 and S2 we clearly observe
both grain growth and a high density of grain-boundary
grooves. Most grooves have a longish geometry with aspect
ratios greater than unity since they extend along the planar
grain-boundary/vacuum interface. As explained by
Mullins,'” grain-boundary grooving is mediated by surface
diffusion and is a result of the interface evolving toward a
constant curvature surface, constrained by an equilibrium di-
hedral angle at the grain boundary. Grain-boundary grooving
has previously been observed in Ni films of comparable
thickness?! and is generally accepted as the primary mecha-
nism of hole nucleation in solid-state dewetting.3® Con-
versely, the effect of grain growth prior to the dewetting
process has remained largely unexplored.

The average in-plane grain diameters of micrographs S1
and S2 are calculated using a watershed grain detection al-
gorithm, which are found to be 14*+=2 nm and 20*2 nm,
respectively. Since the initial grain size is on the order of the
film thickness normal grain growth is expected to stagnate,’’
which is often attributed to the formation of grain-boundary
grooves pinning the grain boundaries.’® It must be empha-
sized that grain growth is not stopped but it is simply slower
than normal grain growth; moreover, it has been found* that
grain growth of ultrathin columnar films is accelerated by the
surface energy driving force, which scales strongly with the
inverse film thickness.*’

The grain growth observed in AFM is further supported
by the TRDR data. Inspection of the TRDR signal in Fig. 2
reveals that the reflectivity increases during the initial stages
of heating (for films of initial thickness greater than 4.0 nm),
which was found to be irreversible upon cooling. As previ-
ously mentioned, the optical constants of thin films are dif-
ferent than bulk samples due to inhomogeneities such as
grain boundaries and vacancies. As seen in Fig. 3(a) the re-
flectivity of the 7.0 nm thick film is less than that predicted
by the bulk optical constants. Therefore, an increase in grain
size is consistent with the observed increase in reflectivity
during the initial stages of heating since the conductivity is
expected to increase with grain size*'*? for nanoscale grains.
Consequently, the optical constant of the film will approach
that of the bulk values. Moreover, this effect was even de-
tected at room temperature, as shown in Fig. 3(a) where the
reflectivity is found to increase nonasymptotically after
deposition.

From these data it is not necessarily clear if grain growth
is the dominant mechanism responsible for the change in
reflectivity. The annealing of other defects such as nonequi-
librium vacancies and argon inclusions would produce simi-
lar effects.?! However, this ambiguity is resolved by measur-
ing the postdeposition TRDR signal of a discontinuous film
at room temperature. The room temperature postdeposition
measurement of reflectivity of the 2.0 nm thick film was
constant found to be constant in time (within the resolution
of the photodetector). This was distinctly different than all
other films, which exhibited significant changes in reflectiv-
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ity. It is emphasized that no detectable change in reflectivity
was observed in the 2.0 nm sample, which was recorded for
2 h. Conversely, all other films showed measurable postdepo-
sition changes in reflectivity at room temperature within the
first minute and continued to change monotonically for all
time scales measured (up to 13 h). From four-point probe
resistance measurements, it was found that the 2.0 nm as
deposited film was discontinuous while films possessing
thicknesses of 3.0 m and greater were all found to be con-
tinuous. This sharp transition in the postdeposition changes
in reflectivity cannot be explained by annealing of vacancies
or argon inclusions since these processes will occur indepen-
dent of the film continuity.*? Therefore it can be concluded
that the postdeposition change in reflectivity is a result of
grain growth.

Inspection of micrograph S3 reveals large holes exposing
the SiO,, which are nucleated when the grain-boundary
grooves reach the substrate. There is a wide distribution in
hole size, which indicates that both hole growth and nucle-
ation occur simultaneously. Hole growth and nucleation con-
tinues to expose greater amounts of the SiO, interface (mi-
crograph S4) resulting in a further decrease in reflectivity.
Eventually the percolation limit is reached (micrograph S5)
where particles are connected by thin necks. Continued heat-
ing results in the necks pinching off (or particle coalescence),
followed by complete breakup of the film into isolated par-
ticles (micrograph S7). After the film breakup, we see that
the reflectivity continues to increase, which is a result of the
isolated particles coarsening via Ostwald ripening or Smolu-
chowski ripening.**

The kinetics of these dewetting mechanisms can be ana-
lyzed quantitatively using the measured TRDR signal ac-
quired during dewetting. Given that these mechanisms are
thermally activated, the time 7, to reach a characteristic tem-
perature Ty, is given by

(i)
T=Aexpl — |, 4)
kT
where A is a proportionality constant, AE is the activation
energy, and ky, is the Boltzmann constant. The minimum of
the TRDR curve represents a repeatable and identifiable sys-
tem state with characteristic temperature 7. Since this char-
acteristic temperature is dependent on the applied heat rate,
we can apply equation refarrhen to determine the activation
energy. Using the measured 7—7| pairs for heating rates
ranging from 1.0 to 15.0 °C/min, and fitting to Eq. (4), ac-
tivation energies of 0.31*0.04 and 0.59*0.06 eV are de-
termined (Fig. 7). Also, nearly identical activation energies
of 0.33%£0.04 and 0.58 £0.06 eV were found when apply-
ing the Kissinger-Akahira-Sunose method, which is the more
common method for determining activation energies of ther-
mally activated processes during dewetting. 24346

To better understand the physical origin of these activa-
tion energies we first compare the morphologies of the 4.0
and 7.5 nm thick films at the minimum of the TRDR curve.
As discussed in the previous section, for films of different
initial thicknesses it is expected that the minimum of the
TRDR signal will occur at different stages of the dewetting
process. Comparing the AFM micrographs of Al (Fig. 8) to
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FIG. 7. (Color online) Arrhenius plots for the thermally acti-
vated processes characterized by the temperature 7|, corresponding
to the minimum of the TRDR curve. Films of 4.0 and 7.5 nm
thickness are used, and heating rates range from 1.0 to
15.0 °C/min.

S5 (Fig. 4) we see that this is indeed the case, as the mor-
phologies are significantly different. Al is in the early stages
of dewetting where grain growth and grain-boundary groov-
ing are the prominent mechanisms of morphological evolu-
tion. Grain-boundary grooving is unlikely to be the rate-
limiting step, as the we would expect the activation barrier to
be at least high as that found for surface mass diffusion along
the low index planes of Ni. Ondrejcek et al.*’ have measured
an activation barrier of 0.65 eV for surface mass diffusion on
the (111) planes of Ni while Bonzel and Latta*® found a
value of 0.76 eV on the (110) planes. This strongly suggests
that the measured activation energy of 0.31 eV corresponds
to the rate-limiting process during grain growth in 4.0 nm
thick Ni films on SiO, at temperatures of ~500 K.

By direct measurement of grain size in scanning electron
microscopy, an activation energy of 0.25 eV was measured
during annealing of Ni thin films.*” The 4.0 nm thick Ni
films were deposited using e-beam evaporation onto a mica
substrate, and were annealed at temperatures ranging from
90 to 420 °C. This agrees well with our measured value of
0.31 eV, where the 0.06 eV difference is possibly due to the
different substrate and deposition method used in this study.
Also, as already discussed in significant detail, both the
TRDR and AFM data strongly suggest that grain growth oc-
curs during the initial stages of dewetting. We therefore pro-
pose that the measured activation energy of 0.31 eV corre-
sponds to the rate-limiting mechanism of Ni grain growth at
~500 K. Other reports on grain growth in fcc metal films
performed at these temperatures also find similar activation
energies.

From TEM measurements of grain size, the measured ac-
tivation energy during grain growth in Au thin films was
found to be 0.14 eV,’9 0.36 eV for thin films of Cu,’! and
0.274 eV for thin films of Ag.5?> These reported activation
barriers for grain growth are typically attributed to the addi-
tional driving force provided by interface®® and surface en-
ergy minimization*” for thin films. It has also been suggested
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FIG. 8. (Color online) Ex situ AFM micrographs of a 4.0 nm thick Ni films during different stages of dewetting. The corresponding

positions on the TRDR curve are shown.

that the high density of defects, such as dislocations and
twins contribute significantly to the driving force.’'>*

Next we turn our attention to the measured activation en-
ergy of 0.59*0.06 eV. Inspection of micrographs S3-S5
(Fig. 4) reveals that hole growth is the dominant mechanism
of film breakup during this stage of dewetting. During hole
growth the film locally thins via retraction of the hole edge,
consequently there must be local film thickening within the
interior region of the film. This suggests that the activation
energy of 0.59 eV corresponds to either the rate-limiting pro-
cess during local film thinning, mass transport across the Ni
surface, or local film thickening.

The local thickening effect can be seen in micrographs
S3-S5, where large faceted particles are observed. It is also
found that the number of faceted particles increases as dew-
etting proceeds, as does the average particle size and height.
Using KMC simulations, Combe et al.>® have investigated
the mechanism of shape change for isolated, defectfree, and
faceted nanoparticles. It was found that the rate-limiting step
to particle relaxation was the nucleation of two-dimensional
(2D) islands on the facets. As estimated by Mullins and

Rohrer,’® the nucleation rate of 2D islands is negligible for
particles =1.0 nm. This extremely large nucleation barrier
has also been confirmed by other authors,”’”® where the
nucleation barrier is generally found to be proportional to the
particle size.

However, recent investigations into faceted nanoparticle
agglomeration have revealed a much richer and complex be-
havior than single-particle shape change.’*®! In these stud-
ies, it has been found that the coalescence rate is strongly
influenced by the particle orientation. Specifically, McCarthy
and Brown have shown that 2D nucleation is not required for
a pair of coalescing fcc particles intersecting at the (111)
plane. This is because step-flow growth of the (111) layers is
possible on these favorably oriented particles, making a con-
tinuous stepped morphology across the neck region. More-
over, the activation barrier to coalescence was found to be
independent of size for (111) oriented particles and the rate-
limiting step was due to surface mass diffusion.

Despite the idealized scenario of faceted particle coales-
cence, we expect the mechanism of local film thickening
during latter stages of dewetting to occur in a similar manner.
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FIG. 9. XRD scan of 7.5 nm thick Ni film during dewetting
(sample S4, see Fig. 4). This shows that the Ni films are heavily
(111) textured during this stage of dewetting.

Specifically, local thickening proceeds by surface diffusion
on the Ni surface, where favorably oriented faceted grains
are able to coalesce via a heterogeneous nucleation mecha-
nism. In this scenario, the rate-limiting step is surface diffu-
sion along the planes of favorably oriented coalescing grains.
From XRD data (Fig. 9) we see that the Ni films are strongly
(111) oriented during dewetting. This strong (111) texture is
a result of preferential orientation during deposition®? and
grain reconfiguration during annealing.®® Therefore, we ex-
pect that the local thickening of the Ni films during dewet-
ting is limited by surface diffusion along the (111) planes.

Likewise, Ni surface diffusion is also expected to be the
mechanism of local film thinning. Inspections of micro-
graphs S3-S5 shows that most holes in the film are not com-
pletely bounded by facets. Therefore, the classical mecha-
nism of hole-edge retraction is expected to be valid in these
regions.® Due to the larger curvature at the hole boundary,
the driving force for local film thinning is provided by cur-
vature induced surface diffusion.

Therefore, we find that the processes of local film thick-
ening, mass transport across the Ni surface, and local film
thinning are all limited by surface self-diffusion along the
Ni(111) planes. Recently, the activation energy for surface
mass self-diffusion on the Ni(111) surface was measured to
be 0.65=0.1 eV,* which agrees very well with our mea-
sured activation energy of 0.59*+0.06 eV. In light of the
above discussion, this strongly suggests that the rate-limiting
step during the later stages of dewetting Ni is surface self-
diffusion along the (111) planes.

From the kinetic analysis we have measured activation
energies of 0.31 =0.04 and 0.59 =0.06 eV, which are found
to correspond to grain growth and hole growth via surface
mass self-diffusion along the Ni(111) planes. It should be
noted that these activation energies were measured from
films of different thicknesses. Looking at the sequential dew-
etting AFM micrographs of both the 7.0 nm film (Fig. 4) and
the 4.0 nm film (Fig. 8) the processes of grain growth and
hole growth can both be clearly identified. It is therefore
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expected that both of these processes will occur as rate-
limiting steps in this thickness regime. However, at higher
film thicknesses, a (001) texture can often be found in fcc
metal films.*® This may significantly impact the process of
hole growth, due to the importance of grain orientation on
the local thickening film. Likewise, at extremely small thick-
nesses, the density of grain-boundary grooves may be suffi-
ciently high such that Ni surface diffusion on the SiO, sub-
strate becomes rate-limiting during hole growth. Further
investigation is required to understand what the rate-limiting
mechanisms are outside of the studied thickness regime.

V. CONCLUSIONS

We studied the dewetting of 2.0-9.0 nm thick Ni thin
films on amorphous SiO, using TRDR, which is a real-time
technique and was performed in situ. This was combined
with ex sitzu AFM. FDTD simulations, which used the experi-
mentally acquired AFM heightmaps as inputs, were used to
better understand the observed TDRD signal and its connec-
tion to morphological changes during dewetting. FDTD
simulations revealed a monotonic increase in transmission
during the dewetting process and the existence of hole/
particle site resonances. The site resonances become increas-
ingly intense with wavelength, resulting in weak extraordi-
nary transmission in some cases. However, it was found that
transmission is dominated by ordinary transmission through
the SiO, and subskin depth regions of Ni, and the scattering
from the Ni particles/holes. Furthermore, FDTD simulation
revealed that the observed minimum of the TRDR signal
during dewetting is a consequence of a transmission through
the effective Ni layer becoming more dielectriclike than me-
tallic. During this transition the ratio of amplitudes between
the primary and secondary pulses approach unity while the
trend in time delay between pulses reverses. This extremum
in time delay between pulses is the origin of the minimum
observed in the TRDR signal.

Analysis of the ex siftu AFM micrographs revealed the
sequential processes of grain growth, grain-boundary groov-
ing, hole growth, and particle coarsening. The presence of
grain growth was further substantiated by the TRDR data;
after deposition, all continuous films (=3.0 nm) exhibited a
nonasymptotic monotonic change in reflectivity. Conversely,
the discontinuous 2.0 nm film did not show any detectable
changes in reflectivity postdeposition. The dewetting litera-
ture has typically neglected grain growth in ultrathin films
prior to hole nucleation. However, grain growth is particu-
larly important since the final particle density is critically
determined by the initial grain-boundary density.

Lastly, the TRDR data was used to identify two kinetic
pathways during dewetting of Ni on SiO,. These kinetic
pathways were found to have activation energies of
0.31%£0.04 and 0.59*=0.06 eV. From these data we pro-
posed that the physical origin of these activation energies are
a result of Ni grain growth and surface mass self-diffusion on
Ni(111), respectively.
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